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a b s t r a c t

A significant body of current research is aimed at developing methods for numerical simulation of flow
and transport in porous media that explicitly resolve complex pore and solid geometries, and at utilizing
such models to study the relationships between fundamental pore-scale processes and macroscopic man-
ifestations at larger (i.e., Darcy) scales. A number of different numerical methods for pore-scale simula-
tion have been developed, and have been extensively tested and validated for simplified geometries.
However, validation of pore-scale simulations of fluid velocity for complex, three-dimensional (3D) pore
geometries that are representative of natural porous media is challenging due to our limited ability to
measure pore-scale velocity in such systems. Recent advances in magnetic resonance imaging (MRI) offer
the opportunity to measure not only the pore geometry, but also local fluid velocities under steady-state
flow conditions in 3D and with high spatial resolution. In this paper, we present a 3D velocity field mea-
sured at sub-pore resolution (tens of micrometers) over a centimeter-scale 3D domain using MRI meth-
ods. We have utilized the measured pore geometry to perform 3D simulations of Navier–Stokes flow over
the same domain using direct numerical simulation techniques. We present a comparison of the numer-
ical simulation results with the measured velocity field. It is shown that the numerical results match the
observed velocity patterns well overall except for a variance and small systematic scaling which can be
attributed to the known experimental uncertainty in the MRI measurements. The comparisons presented
here provide strong validation of the pore-scale simulation methods and new insights for interpretation
of uncertainty in MRI measurements of pore-scale velocity. This study also provides a potential bench-
mark for future comparison of other pore-scale simulation methods. � 2012 Elsevier Science. All rights
reserved.

� 2013 Published by Elsevier Ltd.
1. Introduction

Conventional simulations of porous media flow and solute
transport, commonly applied at physical scales ranging from labo-
ratory columns up to field-scale aquifers, utilize a spatially aver-
aged conceptualization that neglects the details of pore and solid
geometry. Instead, rates and directions of flow and solute transport
are defined over a ‘‘representative elementary volume’’ (REV) of
porous media for which the effects of variations in fluid velocity
and solute diffusion within individual pores are approximated by
apparent or upscaled model forms and parameters (e.g., Darcy’s
law and the advection–dispersion equation, parameterized by the
hydraulic conductivity tensor and longitudinal and transverse dis-
persivities). Recently, there has been increased interest in
problems that manifest anomalous (non-Fickian) dispersion at
macroscopic scales, e.g. [1,2], problems that are characterized by
sharp local gradients and mixing-controlled reactions, e.g. [3–8],
and problems that involve moving interfaces at the pore scale,
e.g., [9–14]. A number of recent studies have explored these issues
using pore-scale simulators, in which the geometry of pore spaces
and solid materials is explicitly considered and processes are de-
fined at the sub-pore (e.g., micrometer to millimeter) scale. As
pointed out by [15], pore-scale simulators have significant utility
in that they provide a mechanism for defining (and potentially
parameterizing) macroscopic processes in a manner that properly
accounts for the character of fundamental pore-scale processes
and the pore-scale structure of porous media. Advances in three-
dimensional (3D) characterization of porous media structure, using
methods such as X-ray computed tomography (XCT) and magnetic
resonance imaging (MRI), have provided new tools for quantifying
pore geometry with sufficient resolution to facilitate pore-scale
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simulations. Simultaneous advances in high-performance comput-
ing have provided the computational power necessary to perform
pore-scale simulations over complex 3D domains. However, the
validation of pore-scale simulations in complex 3D geometries re-
mains a significant challenge, because of the difficulty of observing
processes occurring within internal pore spaces under flowing con-
ditions without disturbing the flow pattern.

In this paper, we present a method for validation of pore-scale
single-phase steady flow simulations based on measurement of
pore-scale velocities in 3D using MRI. We have performed both
numerical simulation and measurement of 3D velocity fields in a
centimeter-scale column filled with uniform polystyrene beads.
CFD simulations are performed in the laminar regime and a general
evaluation of simulation results is performed based on overall
mass balances, predicted pressure drop, and other macroscopic
measures. Finally, we compare the simulated velocity field directly
with the experimental observations at the microscale in order to
(1) provide a general test/validation of the pore-scale simulation
approach; (2) evaluate potential impacts of two alternative ap-
proaches to meshing of pore-scale geometry; and (3) identify dis-
crepancies between simulated and observed velocity fields and
their potential causes.
2. Methods

2.1. Pore-scale flow simulation approaches

Traditional numerical simulations of porous media flow utilize
a conceptualization of the porous medium that neglects the geo-
metric details of discrete individual solid grains and intervening
pore spaces, and instead treats the porous medium as an effective
continuum. Here we refer to this conceptualization as the ‘‘Darcy
scale,’’ reflecting the well-known Darcy’s Law that describes flow
averaged over some representative volume containing many solid
grains and pore bodies, typically at least millimeter to centimeter
scales. Alternatively, in recent decades it has become possible to
explicitly simulate processes at the pore scale, at which the details
of solid and pore geometry can be directly incorporated and veloc-
ity variations can be resolved at the scale of tens of micrometers or
smaller. Since many porous media processes of current interest
such as biogeochemical reactions or, diffusion-limited mass trans-
fer are strongly impacted by processes occurring at the pore scale,
these models have proven useful for gaining new insights into the
relationship between fundamental processes defined at the pore
scale and upscaled phenomena observed at Darcy scales.

Several alternative approaches to pore-scale modeling have
been developed and applied, and are briefly discussed here. The
most commonly-used methodology is the Lattice-Boltzmann (LB)
method (e.g., [16–25]), which is a discrete method which moves
and collides fluid particles on a fixed lattice according to specified
rules that are designed such that the time-averaged particle mo-
tions are consistent with the Navier–Stokes equations [26,27].
The Smoothed Particle Hydrodynamics (SPH) method, developed
originally for simulation of astrophysical flows, has recently been
applied to a number of porous media flow and reactive transport
problems [4,7,9,28–32]. SPH is a fully lagrangian mesh-free parti-
cle-based method, and is therefore particularly robust for applica-
tion to problems involving moving interfaces in which the system
geometry is dynamic (such as multiphase flow or precipitation/dis-
solution reactions). In contrast to the LB method, SPH directly
solves discretized forms of the partial differential equations
describing fluid flow and other porous media dynamics. The com-
putational fluid dynamics approach (CFD, alternatively referred to
as direct numerical simulation or DNS) is similar to SPH in that it
solves discretized forms of the governing partial differential
equations, but differs from SPH in that it does so on a designated
mesh (e.g., finite volume, finite element, or finite difference). CFD
methods have been widely applied to a number of fluid flow prob-
lems and are routinely used in design of aircraft, automobiles, tur-
bines, and other engineered systems. Their application to pore-
scale flow modeling is conceptually straightforward but requires
development of complex meshes to represent irregular pore geom-
etries. The CFD approach is computationally more efficient than
SPH for large single-phase steady flow problems, such as the prob-
lem considered in this work, but its implementation for the simu-
lation of problems with moving interfaces is more complex.
Applications of CFD methods to simulate pore-scale porous media
flow and transport processes include [8,33–39]. The fourth major
pore-scale modeling approach is the pore-network modeling
method, which approximates the pore geometry by a set of inter-
connected pore throats (e.g., tube-like structures) and pore bodies
(e.g., sphere-like structures). This method retains the complete
topology of a measured pore geometry, but does not represent
the actual details of the pore geometry in the manner of the other
methods. Because the solution of partial differential equations for
the pore network model reduces to simultaneous solution of a
set of analytical solutions for flow in each network element, the
pore network method is less computationally demanding than
the other approaches, and has been successfully applied to a broad
range of problem types (e.g., [11–13,40–48]). While each of these
four methodologies has been successfully applied to simulate
pore-scale fluid flow and other processes, there has not yet been
a systematic comparison of these different methodologies for a
complex problem representative of real porous media.

2.2. Measurement of pore-scale velocities using magnetic resonance
velocimetry

A critical question for all of the pore-scale modeling methods
described above is to what degree they are able to accurately sim-
ulate processes in real porous media systems. A number of simple
verification tests can be and have been applied to each method,
comparing simulation results to simple cases for which known
solutions exist. Some processes have also been validated for com-
plex geometric systems, such as the distribution of multiple fluid
phases computed at the pore scale and measured using X-ray mic-
rotomography [20,49]. However, the validation of computed flow
velocities against measurements in arbitrary pore geometries has
been limited thus far by our lack of ability to measure pore-scale
velocities in a non-invasive manner that does not disturb the flow
field. The pore-scale velocity distribution controls many macro-
scopic phenomena including longitudinal and transverse disper-
sion, mixing-dependent effective reaction rates, effective porosity
and permeability, and is therefore the foundational element of
most pore-scale simulations. The focus of this paper is on testing
the simulated spatial distributions of pore-scale velocities against
experimentally measured values.

Here we address this need by application of magnetic resonance
velocimetry (MRV), based on magnetic resonance imaging (MRI)
technology, to experimentally measure single-phase fluid veloci-
ties in a packed column under steady flow conditions. The MRI
method also provides highly-resolved measurement of the solid/
pore geometry, and because the experimental conditions are well
controlled it is possible to specify a numerical model system that
corresponds directly to the experimental system. In this manner
we can directly compare measured and simulated pore-scale fluid
velocities in a real porous media system, thereby providing a vali-
dation test for the pore-scale simulator.

MRI measurement of porous media flow and dispersion have
found broad application due to the non-invasive nature of the
method [50]. Non spatially resolved MR measurements of



Fig. 1. (a) The MRV image shows a slice from the middle of a 3D velocity data set for water flowing in a 1 mm capillary. (b) The graph shows the histogram of the distribution
of velocities. The expected velocities for this system are shown in red, the experimental velocity distribution is shown in blue and the expected velocities convolved with a
Gaussian point spread function (GPSF) with a variance r2 = 0.19 mm2/s2 = (0.44 mm/s)2 is shown in black. (c) Velocity profile for a slice through the middle of the capillary,
with the calculated Poiseuille profile. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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dispersion demonstrate excellent agreement with reported litera-
ture values from a range of experimental methods and with LB
simulations [23,24,51,52]. Spatially resolved MRI methods have
been used to characterize a range of porous media flows and a fea-
ture of the method is a trade-off between spatial resolution and
image acquisition time. High spatial resolution of the order of
the pore space [24,51–54] requires longer acquisition times, on
the order of 10’s of minutes to hours, to signal average the reduced
number of MR active nuclei (typically 1H) in a voxel of the image,
while coarse grained in space images suitable for multiphase flows
with intermittency can be acquired using rapid imaging methods
in times of the order of 50 ms [55,56]. These methods have since
been applied extensively to characterize the growth of biofilms
in porous media and impacts on porous media flow and transport
(e.g., [57–61]), and other investigators have used similar methods
to characterize flow in various types of porous media (e.g., [62]).
Recent reviews of magnetic resonance velocimetry are provided
by [50,63]. Recent work has successfully compared CFD flow sim-
ulations with MRV observations in the context of medical applica-
tions involving flow in human tissues, e.g., [64,65]. Published
comparisons of pore-scale simulations of porous media flow with
MRI measurements of pore-scale velocities have primarily used
LB simulations and the pore scale velocity resolution has been
somewhat limited [52,66]. [48] presented a comparison of CFD
and MRI velocities based on the experimental work of [67], but
that work addressed only a single unit cell with a small number
of spheres in a specified packing arrangement (e.g., simple cubic,
rhombohedral), repeated periodically in space. [68] compared LB
results with MRI measurements, but only in terms of effective dis-
persion coefficients without direct point-to-point velocity compar-
isons. To our knowledge the research reported here uses the
highest isotropic spatial resolution MRI data of pore scale velocity
acquired to date, for direct comparison to pore scale CFD numerical
simulations.
2.2.1. Methodology – geometry and velocity measurements
The bead pack used for MRI measurements was constructed of a

10 mm outer diameter, 8.76 mm inner diameterglass NMR tube
with home-built polyether ether ketone (PEEK) fittings and poly-
tetrafluoroethylene (PTFE) tubing (GE Scientific). The tube was
filled with 500 lm O.D. monodispersed polystyrene beads (Duke
Scientific, Inc.). For the MRV experiments, a high pressure liquid
chromatography (HPLC) pump (Pharmacia) was used to flow dis-
tilled water at 100 mL/hr through the bead pack. A solution of gad-
olinium ions (Magnevist) was added to the water to accelerate the
magnetic relaxation time to allow faster sequence repetition and
hence reduce experimental time.

MRI data was acquired on a 300 MHz magnet networked to a
Bruker AVANCE III spectrometer and a Micro2.5 imaging probe
with gradients of 1.482 Tesla/meter (T/m) in all three spatial direc-
tions. 3D MRI images used for the porous media grid validation
were obtained using a standard spin-echo imaging pulse sequence
which was optimized to minimize the experimental echo time to
maximize the diffusion limited resolution. Non-flowing high reso-
lution images with a field of view (FOV) of 20 mm � 10
mm � 10 mm and 1024 � 512 � 512 pixels, resulting in an isotro-
pic voxel size of 19.53 lm � 19.53 lm � 19.53 lm were obtained
over the course of 72 h. 3D MRV experiments with a FOV of
20 mm � 10 mm � 10 mm and 512 � 256 � 256 pixels, resulting
in a voxel size of 39.06 lm � 39.06 lm � 39.06 lm were obtained
with encoding for velocity in all three directions. A 3.75 ms echo
time was used to accommodate the observation time for velocity
D = 2 ms with gradient duration of d = 1 ms. In order to obtain
two different gradient encoded images from which to evaluate
the phase difference proportional to velocity, a positive and nega-
tive g = ±0.1482 T/m were applied, requiring 36 h for acquisition. A
gradient phase roll in the direction of fluid flow was accounted for
by applying a straight line correction to every voxel within each
slice and enforcing the independently measured mass flux of
100 ml/hr. The MRI experimental method was validated by per-
forming initial experiments on a circular capillary with laminar
flow, see Fig. 1.

2.2.2. Determination of experimental noise limited velocity resolution
The inherent signal to noise ratio of the voltage signal acquired

in a MRV experiment determines the velocity resolution. To deter-
mine the velocity resolution of the MRV measurements, MRV data
was acquired on a fluid dynamic flow of known velocity spatial dis-
tribution, specifically flow in a capillary tube for which the known
velocity distribution is:

mzðrÞ ¼
2Q

pR2 1� r2

R2

� �
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Experimental parameters for the capillary flow experiment re-
sulted in the same voxel resolution and comparable signal to noise
ratio as the data for the bead pack. MRV measurement of the spa-
tial distribution of velocities at the same 39.06 lm � 39.06 lm
� 39.06 lm resolution as that of the porous media data provided
the expected velocity histogram for parabolic flow, and the average
velocity <v> was verified by independent measurement of volu-
metric flow rate Q = <v>pR2. The velocity uncertainty was thus
determined directly from the capillary data and subsequently ap-
plied to evaluation of the bead pack data.

Velocities were measured for water flowing in a 1 mm capillary
at an average velocity of 3.54 mm/s. The velocity data from one
slice in the 3D data set is shown in Fig. 1a), and the velocity histo-
gram from data taken from the entire 3D data set is shown in
Fig. 1b). In this simple system of Poiseuille flow in a circular capil-
lary the expected histogram distribution of velocities is an equal
amount of every velocity between 0 mm/s and mmax = 7.04 mm/s,
see the red line in Fig. 1b). The experimental velocity histogram
data is shown in blue in Fig. 1b) and is fit closely when the ex-
pected velocities are convolved with a Gaussian point spread func-
tion (GPSF) with a variance r2 = 0.19 mm2/s2 = (0.44 mm/s)2,
shown in black in Fig. 1b). This GPSF is expected to be the same
for the velocity measurements in the bead pack and corresponds
to an uncertainty in the velocity measurements of ±0.44 mm/s.

2.3. Pore-scale flow simulation using CFD

2.3.1. Numerical methods
In this work, the commercial CFD tool STAR-CCM+(� CD-adap-

co) and the in-house CFD code TETHYS (Transient Energy Transport
Hydrodynamics Simulator), developed at Pacific Northwest Na-
tional Laboratory, were both used for flow simulations. Both codes
can be run on parallel high performance computing clusters. We
have applied two independent codes as a means of providing three
levels of verification and validation: (1) code verification against
standard benchmark problems, (2) cross-code verification on a
complex pore-scale simulation, and (3) validation of a complex
pore-scale simulation against experimental data. This section
introduces the numerical methods used to solve the flow and
transport equations in the STAR-CCM+ and TETHYS codes.

STAR-CCM+ was used to simulate pore-scale flow using an
unstructured computational mesh fitted to smooth sphere sur-
faces. This code is well-suited to this application because it has ad-
vanced mesh-generation capabilities. TETHYS was used to simulate
pore-scale flow using a cubic mesh directly derived from the voxel
images of the pore geometry provided by MRI measurements.
Comparisons between the outputs of the two codes focuses pri-
marily on evaluation of the effects of the different mesh represen-
tations of the pore geometry, but also provides cross-code
verification to the degree that similar results are obtained.

Both codes are applied here to obtain a steady-state solution to
the well-known three-dimensional Navier–Stokes equations
describing incompressible fluid flow at the pore scale. The standard
conservation equations of mass and momentum for an incom-
pressible fluid with constant dynamic viscosity are:

Mass Conservation equation : r � v ¼ 0

Momentum Conservation equation : q@v=@t þ qv � rv

¼ �rpþ lr2v

in which v is the local velocity vector, t is time, p is pressure, and l
is the dynamic viscosity. In this work, this transient form is solved
with fixed boundary conditions over time until a steady solution is
achieved, since solution of the transient form is typically more sta-
ble numerically.
In both codes, these equations are discretized using standard fi-
nite-volume method techniques [69] (slightly different for each
code) to obtain a system of algebraic equations that are then solved
using advanced linear algebra methods. The commercial CFD sim-
ulation software STAR-CCM+ uses a 2nd-order upwind scheme to
discretize the convection and diffusion terms in the momentum
equations. An implicit 1st-order scheme is adapted for time march-
ing. In TETHYS, the momentum equations are solved using a 2nd-
order central differencing scheme on an orthogonal mesh with a
three time level scheme to discretize the unsteady term. In both
codes, the iterative SIMPLE algorithm [70] is used to couple the
velocity and pressure fields. In the predictor step the estimated
pressure field is used to solve the momentum equation, resulting
in an intermediate velocity field. This velocity field will in general
not satisfy the continuity (mass conservation) equation. In the next
step of the algorithm, a pressure correction equation is solved.
Then the pressure field is updated followed by the correction of
the velocity field. This process is repeated until the solution is con-
verged. We used a convergence criterion on the sum of absolute
residuals of the local continuity equation as defined by [70] of
10�6, which is set to be at least three to four orders of magnitude
smaller than the total system flux.
2.3.2. Preliminary validation tests
Three fundamental laminar flow problems were selected for

preliminary validation: channel flow, pipe flow and a lid-driven
cavity [71]. Results from both STAR-CCM+ and TETHYS were com-
pared with benchmark and analytical solutions. Both codes
achieved very good agreement with the respective analytical or
benchmark results for the friction factor and velocity profile in
each case.

To test the ability of the codes to solve a pore-scale flow prob-
lem, a simple cubic packing structure was used as an additional
validation case. This case also provides useful information about
the typical mesh resolution that is required to accurately simulate
flow in a random bead pack. The structure of a unit cell within a
simple cubic (SC) packing structure is shown in Fig. 2a. The length
of the cubic cell is 0.5 mm, and the porosity can be varied by mod-
ifying the distance between the grain and the boundary of the unit
cell. Note that in this configuration, the grains do not actually
touch one another unless the grain surface is extended to the unit
cell boundary. This model system, while not physically realistic in
that aspect, allows comparison of simulation results under variable
porosities while retaining the SC packing structure. For the STAR-
CCM+ validation tests, a target porosity (h) of 0.44 close to that
of the experimental packed bed was used, while a target value of
0.52 was selected for the TETHYS simulations (corresponding to a
different model system). However, the effective porosities of the
meshed system differ from the target porosity depending on the
mesh resolution used, as summarized in Table 1. A constant differ-
ential pressure was applied between the two ends of the packing in
the x-direction. Fig. 2b) shows the results of the calculated non-
dimensional drag using different unstructured mesh resolutions
(different numbers of polyhedral cells, Mesh S1–S7) in STAR-
CCM+ simulations. A minimum of five cells in the narrow throat re-
gions was sufficient to produce good results. Similarly, Fig. 2b) dis-
plays the results of the non-dimensional drag by using different
voxel (Cartesian) mesh resolutions in TETHYS simulations (10–
100 cells per diameter, Mesh T1–T7) and different polyhedral mesh
resolutions in STAR-CCM+ simulations. Good agreement with liter-
ature values of drag and friction factors [61–63] was obtained
using both codes. Based on these results, it can be concluded that
15–20 cells per sphere diameter are adequate for current simula-
tions using structured grids, which is similar to the resolution sug-
gested by [72] for a Lattice-Boltzmann simulation.



Fig. 2. Simple packing problem as validation cases for both STAR-CCM+ and TETHYS codes: (a) SC packing structure; (b) results of non-dimensional drag using STAR-CCM+
and TETHYS compared to data of [73–75].

Table 1
SC packing: effective porosity estimation for different mesh resolutions in STAR-CCM+ and TETHYS simulations.

h1 = 0.44 (STAR-CCM+) Total number of cells Cells/throat Err% of h1 h2 = 0.52 (TETHYS) Number of cells per diameter Cells/throat Err% of h2

Mesh S1 91 0.5 19.181 Mesh T1 10 2 15.713
Mesh S2 355 1 5.483 Mesh T2 15 1 2.648
Mesh S3 1329 2 1.933 Mesh T3 20 2 2.232
Mesh S4 2784 3 1.227 Mesh T4 30 2 0.235
Mesh S5 134646 5 0.202 Mesh T5 40 2 1.460
Mesh S6 561714 7 0.175 Mesh T6 50 2 0.542
Mesh S7 2864596 8 0.164 Mesh T7 100 2 0.113
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2.3.3. MRI pore geometry specification
For the TETHYS simulations, the pore geometry was specified

directly from the voxel data provided in the MRI geometry dataset,
with only a simple threshold algorithm applied to convert voxel
intensities into binary (solid/pore) images. Both 20- and 40-micron
resolution voxel images were utilized; TETHYS mesh elements cor-
responded directly to the cubic voxels in the experimental dataset.

In the case of the smoothed-surface boundary-fitted mesh
(STAR-CCM+ simulations), more extensive processing of the MRI
geometry data was required. The first step was to identify the cen-
troids of all polystyrene beads from the voxel data. For this pur-
pose, we developed and applied an algorithm called ‘‘Sphere Loci
extraction through Iterative Erosion’’ or SLIE. The inputs to the SLIE
procedure are a block of voxel intensities and a known sphere ra-
dius R. The voxel intensities vary over the range [0,1] with values
close to 1 representing solid grains. We first make the block binary,
classifying voxels as solid or void by comparing the intensities to a
threshold, H. In the interest of minimizing subjectivity, H was se-
lected to be 0.5. The assumed value for H may be ill-suited for some
data sets and can be determined more accurately by analyzing a
histogram of the original data, or by some other objective means.
For this dataset, with solids of uniform density, the midpoint
threshold is appropriate. The binary data was then eroded by an
approximately spherical structured element S with a radius 2 vox-
els smaller than the known sphere radius R. The erosion operation
was carried out using the imerode function in the commercial soft-
ware package MATLAB (� 1994–2012, The MathWorks, Inc). The
objective of the erosion process is to shrink the spheres so that
they no longer contact one another in the image. After erosion,
connected components are identified using a 26-neighborhood
(26-connected voxels are neighbors to every voxel that touches
one of their faces, edges, or corners) and their center of masses
and volumes are calculated. For each connected component, if
the volume is smaller than that of S, that connected component
is considered the remnant of a located sphere and its center of
mass is recorded as a sphere center. Those connected components
whose volume was larger than S are eroded iteratively by a smaller
spherical structured element Si (radii = 3) and subjected in turn to a
smaller cutoff volume equal to that of Si. The process is considered
complete when either of the following two conditions are met: (1)
there are no sphere centers added at the end of an iteration or (2)
no solid voxels remain. The two cutoff volumes were selected to
minimize false negative detections. The output of the SLIE algo-
rithm is a listing of the centroid positions and diameters of all
beads identified in the MRI geometry image.

For the geometry compilation, the SLIE results were imported
into a computer-aided design (CAD) tool implemented in STAR-
CCM+. A bounding cylinder with the radius and height of the bead
pack was generated in the CAD tool, with extrusions of inlet and
outlet added to allow flow development prior to entry into the
bead pack. In order to re-construct the bead packing exactly fol-
lowing the images and avoid any sphere loss, the following proce-
dure was executed to automatically generate spheres in STAR-
CCM+: (1) sphere centroids were sorted by axial location; (2) the
entire bead pack was subdivided into several subsections; (3)
spheres were generated for each subsection; (4) solid geometry
(spheres) were subtracted from the cylindrical bounding volume
to generate pore geometry; (5) each subsection geometric



Fig. 3. Visualization of the CAD geometry generated from the application of sphere
identification and geometric compilation algorithms to the MRI geometry dataset.

Fig. 4. Visual comparison between (a) the simulation geometry and (b) the expe

Fig. 5. A portion of slice #320 of (a) the 40-micron voxel mesh and (b) 20-micron voxel
experimental geometries.
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description was exported from STAR-CCM+; and (6) all subsections
were imported into the CAD tool and combined together. In all,
6864 spheres were generated by this procedure employing a set
of custom Java macros and Matlab programs. A 3D visualization
of the generated geometry is shown in Fig. 3, including the flow
direction and the locations of the inlet and outlet extensions.
Fig. 4 provides a visual comparison between a two-dimensional
slice through the generated geometry and the same slice through
the MRI-measured geometry, and demonstrates that the geometry
compilation process accurately preserves the solid geometry.

2.3.4. Mesh generation
Computational meshes used to represent the solid-pore geome-

try for the CFD simulations were generated in two ways: (1) direct
voxel meshing from the MRI images, and (2) as unstructured
space-filling smoothed-surface meshes based on the sphere geom-
etry defined as described above.

The direct voxel meshing approach simply uses cubic mesh ele-
ments defined in direct correspondence to the cubic voxel
rimentally measured geometry for a selected slice from the 3D MRI dataset.

mesh showing the stair-step surface effect of directly using the 20- and 40-micron



Table 3
Model configuration parameters and boundary conditions.

Parameter Symbol(units) Value

Bead diameter d (mm) 0. 5
Column diameter D (mm) 8.8
Column length L (mm) 12.8
Bed porosity e 0.4267
Volumetric flow rate Q (kg/s)

Q (ml/hr)
2.771 � 10�5

100.0
Fluid density q (kg/m3) 997.561
Fluid dynamic viscosity l (pa-s) 8.887 � 10�4
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elements output from the MRI geometry measurement. The MRI
geometries were defined using two different resolutions: 20 and
40 microns. These same mesh resolutions were used directly in
the TETHYS CFD simulations for these cases. Note that the cubic
voxel meshes approximate the smooth surfaces of the spherical
beads in a stair-step manner (as shown in Fig. 5), and therefore
potentially introduce some artifacts into the flow simulation
caused by artificial surface roughness and differences between
the simulated and actual porosity of the packing.

The unstructured smoothed-surface meshes were generated
based on the CAD geometry of the spheres described above. These
geometric objects were imported into a standard mesh generation
package available in STAR-CCM+ for this purpose. A crucial aspect
of the mesh generation process is maintaining mesh element qual-
ity near particle–particle and particle–wall contact points. These
volume elements tend to be highly skewed (which could lead to
convergence problems during the calculation) unless the mesh is
extremely refined in these areas, which increases the number of
cells and as a direct consequence the computational time. Param-
eters used by the meshing algorithm were controlled to provide
adequate mesh refinement in these critical areas (see Table 2).
The STAR-CCM+ code was used to perform CFD simulations using
the smoothed-surface meshes.

Fig. 6 shows three alternative visualizations of a portion of the
meshed geometry and provides a visual representation of the mesh
resolution and refinement near surface boundaries.
Table 2
Parameters used in the STAR-CCM + mesh generation algorithm.

Parameter Value

Base size 0.00001
Polynomial edge size 4–10% of base size
Surface grow rate 1.3
Number of boundary layers 2
Thickness of boundary layers 3% of base size
Minimum distance in the gap 10% of polynomial edge size

Fig. 6. Two visualizations of a portion of the smoothed-surface unstructured mesh:
(a) a portion of the mesh in 2D; (b) meshed beads surfaces.
2.3.5. CFD parameters and boundary conditions
For the CFD simulations, the flow was assumed to be isothermal

and incompressible with physical properties of water defined in
Table 3. The dimensions and boundary conditions for the simulated
system were specified to match the experimental conditions, also
shown in Table 3. At the inlet of the bed, a fixed flow-rate of
100 ml/hr was specified. The outlet boundary is defined as a spec-
ified pressure condition. The wall of the tube and surfaces of the
polystyrene beads are treated as ‘‘no-slip’’ boundaries. The Darcy
flux for this system is q = Q/(p(D/2)2) = 1.64 m/hr, and the average
pore velocity is v = q/e = 3.85 m/hr. The grain-scale Reynolds num-
ber can be calculated as Re = v⁄q⁄d/l = 0.60, which is in the laminar
flow regime in which viscous forces predominate [76].

3. Results

In this section, simulated velocity fields from the two CFD codes
are presented, compared to each another, and to the MRI measured
velocity field. First we present macroscopic measures: (1) global
and local mass balance checks; (2) grid type and resolution inde-
pendence check; and (3) global porosity and pressure drop (perme-
ability) calculations. Subsequently we present analyses of point-
by-point comparison of simulated and experimental pore-scale
velocity values.

3.1. Mesh independence check

Mesh independence checks were carried out among different
unstructured smoothed-surface meshes generated in STAR-CCM+.
During this procedure three different cell types were tested: hexa-
hedral cells, polyhedral cells and tetrahedral cells. Geometries near
the sphere surfaces are meshed using a prism layer, which is a
layer of cells extending from the surface (see Section 2.3.4). Param-
eters used in the mesh generation (Table 2) were selected consid-
ering both computational accuracy and efficiency. The general
strategy during meshing was to use extruded cells whenever pos-
sible, and full cells otherwise. By using various combinations of
parameters, the numbers of total cells for each mesh were different
(15 M for hexahedral mesh, 7 M and 30 M for polyhedral mesh,
20 M for tetrahedral mesh). Due to the mesh resolution, the poros-
ity of the simulated packed-bed varied slightly. The pressure drop
across the bead column was calculated and compared among dif-
ferent meshes in this procedure, which will be explained in Sec-
tion 3.2. These grid convergence studies were for porosity and
resistance estimations in flow simulation studies only. Additional
resolution may be required to adequately represent tracer migra-
tion in transport simulations, which are not considered here.

3.2. Global and local mass balance

Both the simulated and experimental velocity fields exhibited
good mass conservation both globally (over the entire column)
and for each transverse slice of voxels. The nominal imposed flux



Fig. 7. Slice-by-slice average flux computed from experimental axial velocities.
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through the experimental system was 100 ml/hr. MRI-measured
axial velocity components were summed over all voxels in each
slice; results are shown in Fig. 7. Near both ends of the column,
the MRI data is compromised by the inhomogeneity of the radio-
frequency excitation magnetic field near the r.f. coil ends and the
resulting data are not used in the analysis, although they are
shown in Fig. 7 for completeness. In the central portion of the col-
umn (at slice #320), the average sum of the axial velocities multi-
plied by the voxel face area of 39.06 lm � 39.06 lm is used to
calculate a mean flux of 98.1 ml/hr, a difference of �1.9% from
the imposed flux. As can be seen in Fig. 7, the slice-by-slice esti-
mates of local flux are reasonably consistent, varying around the
mean value by approximately ±4%.

The mass balance achieved by the numerical simulation is even
tighter, with an average error in the mass flow rate of only �0.19%
Fig. 8. Color contour plots of velocity magnitude (m/s) along the center axial plane o
unstructured mesh fitted to extracted spheres, (b) TETHYS simulation using a cubic mesh
simulation using a cubic mesh based on voxels (20-micron resolution) directly imaged
and variations around the mean on a slice-by-slice basis of much
less than 1%.

Based on this analysis, we conclude that both the simulated and
experimental velocity fields provide good mass balance.
3.3. Global porosity and pressure drop

The porosity of the smoothed-surface simulated system (the
summed volume of solid mesh elements divided by the total vol-
ume of the system) is 0.4267, which closely matches the experi-
mental porosity derived from the MRI-measured geometry of
0.43. Dixon [77] developed an empirical correlation relationship
for optimal packing of uniform spheres of diameter d within a col-
umn of diameter D that accounts for wall effects; application of
Dixon’s relationship gives an expected porosity of 0.4042, which
reasonably matches the experimental and simulation values (5%
difference).

The expected pressure drop across the polystyrene bead column
can be estimated for a packed bed of uniform spheres based on
relationships given in [78,79]; these relationships were also used
by [38] to validate their CFD computations. The relationship for
pressure drop as given by [78] using the approach of [79] to correct
for wall effects, gives an estimated pressure drop of 14.29 Pa for
the conditions of the experiment, whereas the simulated pressure
drop for the smoothed surface mesh was 13.65 Pa, a difference of
only 4.5%. The corresponding calculated pressure drops from the
voxel mesh simulations were 13.32 Pa (40-micron) and 13.19 Pa
(20-micron), respectively, with differences less than 8% compared
to the correlation in [78,79]. Compared to the pressure drop calcu-
lated from the well-known Carmen–Kozeny equation [80,81]
(13.19 Pa), the difference is within 1%. The hydraulic conductivity
of the packed bed, based on the simulated pressure drop for the
smoothed surface mesh, is 4.2 � 10�1 cm/s, which is in the typical
range observed for clean well-sorted sand (see Table 5.5.1 of [82]).
Thus the simulated macroscopic behavior is consistent with that
expected based on established empirical relationships for packed
bed systems.
f the simulated datasets: (a) STAR-CCM+ computation using a smoothed-surface
based on voxels (40-micron resolution) directly imaged using MRI and (c) TETHYS

using MRI. Color contour levels are the same for all three simulations.
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3.4. Velocity distribution – comparison between two meshes

Contour plots of the computed velocity magnitude along an ax-
ial plane through the bead pack, obtained using STAR-CCM+ with
the smoothed-surface unstructured mesh and TETHYS with the
40-micron voxel mesh, are shown in Fig. 8. Very similar flow pat-
terns are observed, indicating that the stair-step mesh does not
significantly degrade the solution in terms of local velocities. We
note that the highest velocities are observed in the near-wall re-
gion, where the porosity is highest and spheres tend to form a
more ordered pattern due to interaction with the column walls.
Fig. 9 shows the average axial velocity computed in concentric
rings of the bead pack as a function of radial distance. The higher
velocities near the wall are clearly indicated by this figure, and
are consistent with observations of previous investigators (see dis-
cussion in [83] and references cited therein). Also note that the
averaged velocities calculated from the voxel mesh simulation
are generally higher than the smoothed-surface mesh simulation,
which could be due to the accelerated flow near the sharp edges
of the stepped mesh.
Fig. 9. The average axial velocity profiles computed in concentric rings of the bead
pack, as a function of radial distance.
3.5. Velocity distribution – comparison with experimental data

Here we compare the results of the two simulation methods
with MRV measurements of pore-scale velocity. Fig. 10 shows a se-
lected slice (#320) through the three-dimensional system, with
color contours of velocity magnitude in the pore spaces, for the
experimental system and two model systems (STAR-CCM+ with
smoothed-surface mesh and TETHYS with 40 micron voxel mesh).
Fig. 10. Color contour plots of velocity in slice #320 (in the middle of the packed-bed at
simulation; d) TETHYS 20 lm simulation.
The spatial patterns of velocity compare very favorably among
the three cases, but close inspection reveals some significant differ-
ences in point-by-point values, especially for the highest velocities.
Fig. 11 shows an expanded view of the subregion of slice #320
indicated by the black box in Fig. 10b. The two simulation methods
compare exceptionally well, even in terms of point values. The
experimental data compares reasonably well to the simulated data
Z = 6.4 mm): (a) experimental data; (b) STAR-CCM+ simulation; (c) TETHYS 40 lm



Fig. 11. Magnified visualization of velocity fields in the subregion of slice #320 indicated by a black box in Fig. 10b: (a) experimental; (b) simulated (STAR-CCM+); (c)
simulated (TETHYS 40-micron mesh); and (d) simulated (TETHYS 20-micron mesh). Color scales are the same in all four images. The locations of the five points are fixed for
comparison purposes (see Table 4). Note that cases a, c and d all show direct plots of voxel-based data, but case b is contoured values from an irregular grid and therefore may
appear artificially smooth due to the contouring algorithm used by visualization software. Velocity magnitudes range on the same linear color scale in all four images, from
zero (blue) to 0.01106 m/s (red).

Table 4
Comparison of experimental and simulated values of axial and transverse velocity components at the selected locations in slice #320 indicated in Fig. 11.

MRI (m/s) STAR-CCM+
(m/s)

Err%
(MRI vs STAR-CCM+)

TETHYS (m/s) Err% (STAR-CCM + vs TETHYS)

20 lm 40 lm 20 lm 40 lm

Vz (axial)
Point 1 0.011496 0.007142 37.87 0.007038 0.006622 1.46 7.28
Point 2 0.009879 0.005837 40.92 0.005942 0.005667 1.80 2.91
Point 3 0.007748 0.005186 33.07 0.005013 0.004774 3.33 7.95
Point 4 0.002219 0.00186 16.17 0.002042 0.001958 9.78 5.29
Point 5 0.000523 0.000425 18.78 0.000431 0.000407 1.41 4.31

Vx (transverse)
Point 1 �0.000958 �0.00055 74.35 �0.000566 �0.000584 2.91 6.14
Point 2 �0.000838 �0.000542 54.50 �0.000539 �0.000514 0.55 5.14
Point 3 �0.000739 �0.000636 16.14 �0.000641 �0.000622 0.78 2.23
Point 4 �0.000107 �0.000096 11.13 �0.000094 �0.000102 2.08 5.77
Point 5 0.000089 0.000088 1.12 0.000093 0.000090 5.68 1.81

Vy (transverse)
Point 1 �0.000074 �0.000182 59.32 �0.000185 �0.000177 1.65 2.63
Point 2 �0.000071 �0.000148 51.68 �0.000143 �0.000139 3.38 6.30
Point 3 �0.000779 �0.000097 19.90 �0.000110 �0.000110 13.4 12.98
Point 4 �0.001096 �0.000942 16.28 �0.000931 �0.000906 1.17 3.81
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given the measurement uncertainty in the experimental data of
±0.44 mm/s.

Table 4 provides a tabular listing of actual values of three veloc-
ity components (axial and two transverse directions) at the five
points identified in Fig. 11, which lie within the central high-veloc-
ity pore. At each of the five points, the measured axial component
of velocity (in the direction of average flow) is significantly higher
than both of the simulated values, with errors ranging from 16% to



Fig. 12. Scatter plot of axial velocity values computed using the CFD method with smoothed-surface mesh (vertical axis) versus corresponding experimentally measured
values (horizontal axis), for the complete dataset of approximately 21 million voxels. The experimental values were spatially interpolated onto the nearest CFD mesh points to
produce the comparison. The 1:1 line (y = x; perfect match between experiment and simulation) is indicated by a solid black line; dashed black lines indicate plus/minus two
standard deviations of the derived experimental error distribution. The gray solid circles are averages of experimental velocities corresponding to simulated velocities binned
in 0.25 mm/s intervals.

Fig. 13. The distribution of velocities in the CFD simulation is shown in red. The
distribution of velocities in the MRI experimental data set is shown by the solid line.
The CFD data convoluted with a Gaussian point spread function GPSF with a
variance of 0.2 mm/s is shown as a dashed-dot line. The dashed-dot line compares
very well with the measured distribution of velocities, the solid line.
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40%. The values predicted by the two different simulation methods
are much closer to each other, with differences ranging from
2% to 8%.

The results shown in Fig. 10, Fig. 11, and Table 4 for slice #320
are uniformly characteristic of other slices in the experimental and
simulated datasets. In general, the experimental data exhibit con-
sistently larger amplitudes of high velocity than either simulation
method. This is clearly indicated by Fig. 12, which shows a scatter
plot of simulated versus experimental velocities for the entire set
of approximately 21 million experimental voxels in the dataset.
The 1:1 line (y = x), indicative of a perfect match between experi-
ment and simulation, is shown. At low velocities the distribution
of velocities obtained experimentally compares well with the sim-
ulation, in that the means of the experimental values (gray dots) lie
close to the 1:1 line and most of the data points fall within two
standard deviations of the experimental uncertainty (±0.88 mm/
s) of the 1:1 line (see dashed lines in Fig. 12). Note that this exper-
imental uncertainty was independently estimated from a separate
experiment as described above (Section 2.2.b). However, at higher
velocities there is a clear systematic bias as indicated by the gray
dots (means of the experimental values). This systematic bias at
higher velocities may be explained in part by adjustments made
to the MRV velocities to account for the effect of amplifier offset
in the gradient amplitude over the course of the experimental per-
iod. In MRV the reference velocity rescaling is usually determined
by normalizing with an identical non-flowing data set. However,
the long duration of these MRI experiments required to obtain suf-
ficient signal-to-noise ratio (7 days) led to significant gradient
amplifier offset drift. Although the gradient offset is of much smal-
ler magnitude than the spatial or velocity magnetic field encoding
gradients and does not impact those measurements, it precludes
determination of a single reference phase over the 7-day period.
Therefore, in this case the velocities were instead rescaled so as
to fix the total mass flux to 100 ml/hr in each slice, which was inde-
pendently validated to be the volumetric flow rate. A very large
percentage of the velocity data points have low velocity, and this
rescaling had minor impact on those points relative to the spread
in the data associated with experimental uncertainty. However,
for the relatively few data points with large velocity, this rescaling
had a greater impact and is evidenced as bias in the scatter plot
(Fig. 12). While this provides a partial explanation as to why the
apparent errors are larger for the higher velocities, there may be
other sources of error in either the simulation or experimental data
that also contribute to these discrepancies. Further work is needed
to confirm the accuracy of the simulated and experimental veloci-
ties at the upper end of the distribution. One potential approach
will be to perform physical and numerical tracer experiments,
and compare breakthrough curves from each method; high veloc-
ities should have an impact on early arrival times and such a study
would provide further evidence as to the magnitude and source of
errors in either experimental or simulated velocities.

The univariate distributions (histograms) of all the velocities in
both the experimental data set and the simulation data set for
slices 101:420 are shown in Fig. 13. A significant number of nega-
tive axial velocities are apparent in the experimental data, whereas
the simulation data contains only a small fraction. Under laminar
flow conditions studied here, we would not expect to see extensive
eddy formation, which would be the primary cause of negative ax-
ial velocities. The experimental data also shows a significant num-
ber of faster velocities than the maximum velocity seen in the
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simulation. As discussed above with reference to Fig. 12, the pri-
mary source of this broader distribution in the experimental data
is due to the uncertainty involved in the experimental measure-
ment of the velocity, as described in Fig. 1. The convolution of
the distribution of velocities obtained in the simulation (dashed
line in Fig. 13) with a GPSF with a variance of r2 = 0.19 mm2/
s2 = (0.44 mm/s)2 is shown in black in Fig. 13 which agrees more
closely with the experimentally obtained data.
4. Conclusions

We have presented an experimental validation of CFD-based
simulations of pore-scale single-phase flow in a packed bed con-
sisting of uniform polystyrene beads, using MRI measurements of
pore-scale velocity. The results demonstrate that the simulated
and experimental velocity fields exhibit very similar spatial pat-
terns. Two primary differences were observed between the simu-
lated and experimental velocities: (1) the experimental data
exhibited a larger spread in velocities, which could be largely ex-
plained by quantifiable experimental noise (Fig. 13); and (2) in
point-to-point velocity comparisons the largest discrepancies oc-
curred at high velocity locations (e.g., centers of pore throats),
which could be in part explained by the method used to adjust
for the background phase shift given the gradient amplifier offset
drift during the course of the MRV experiments. Although further
work is needed to further resolve these differences, the results
demonstrate that given contemporary parallel computing capabil-
ities, it is possible to accurately simulate Navier–Stokes flow in a
column with centimeter-scale overall dimensions at pore-scale
resolution of geometry and velocity. This provides substantiation
for studies that rely on accurate pore-scale velocity fields as the ba-
sis for simulations of other porous media processes such as disper-
sion, mixing-controlled transport, colloid and microbial transport,
etc. We determined that the simulated velocity fields were largely
consistent with the MRI-measured velocities, in terms both of
overall spatial patterns and point-to-point velocity values, when
the impacts of signal to noise limited velocity resolution on the
MRI measurements were properly accounted for. Some skewing
of the highest velocities was present in the experimental data
due to difficulties in determining the exact velocity shift (gradient
induced phase shift) over the course of the MRV experiments. The
next step in this line of research will be to perform comparisons of
simulated and experimental tracer transport studies to provide
further assessment of the validity of CFD-simulated velocity fields.

We also found, somewhat surprisingly, that simulation results
obtained using a cubic voxel mesh based directly on the MRI geom-
etry measurements (at both 20- and 40-micrometer resolutions)
differed only slightly from simulation results obtained using a
much more complex and highly-resolved smoothed-surface
unstructured mesh. This suggests that, at least for simulation of
pore-scale velocities (and possibly for simulation of velocity
dependent quantities such as axial dispersion coefficients), it is
not necessary to invest effort in development of more sophisti-
cated meshes. However, we note this conclusion likely does not ex-
tend to simulations of pore-scale processes that strongly depend
on grain surface area and geometry such as chemical sorption,
intragranular diffusion, and colloid deposition.

Finally, this combined experimental and numerical dataset pro-
vides opportunities for future benchmarking and cross-validation
studies. Here we compared results only with a CFD-based pore-
scale simulation, but it would be of significant interest to simulate
the same system using other pore-scale simulation approaches
such as SPH, pore-network, and Lattice Boltzmann methods. To
facilitate access and use by other investigators, we are placing
the simulated and experimental velocity data into the
PoreScaleBenchmark project environment (http://porescalebench-
mark.pbworks.com/w/page/47913874/PoreScaleBenchmark).
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